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1. INTRODUCTION

At its inception in the early 1930’s, ergodic theory concerned itself with continuous one-parameter
flows of measure preserving transformations ([Bi], [vN1], [KvN], [Ho1], [Ho2]). Soon it was re-
alized that working withZ-actions rather than withR-actions, has certain advantages. On the one
hand, while the proofs become simpler, the results forR-actions can often be easily derived from
those forZ-actions (see, for example, [Ko]). On the other hand, dealing withZ-(or even withN-
)actions extends the range of applications to measure preserving transformations which are not nec-
essarily embeddable in a flow. Weakly mixing systems were introduced (under the namedynamical
systems of continuous spectra) in [KvN]. By the time of publishing in 1937 of Hopf’s book [Ho3],
the equivalence of the following conditions (which, for convenience, we formulate forZ-actions)
was already known. It is perhaps worth noticing that, while in most books either (i) or (ii) below is
taken as the “official” definition of weak mixing, the original definition in [KvN] corresponds to the
condition (vi).

Theorem 1.1. Let T be an invertible measure-preserving transformation of a probability mea-
sure space(X,B,µ). Let UT denote the operator defined on the space of measurable functions
by (UT f )(x) = f (Tx). The following conditions are equivalent:

(i) For any A,B∈ B,

lim
N→∞

1
N

N−1

∑
n=0

|µ(A∩T−nB)−µ(A)µ(B)|= 0.

(ii) For any A,B∈ B, there is a set P⊂ N of density zero such that

lim
n→∞,n/∈P

µ(A∩T−nB) = µ(A)µ(B).

(iii) T×T is ergodic on the Cartesian square of(X,B,µ).
(iv) For any ergodic probability measure preserving system(Y,D,ν,S), the transformation T×S

is ergodic on X×Y.
(v) If f is a measurable function such that for someλ ∈ C, UT f = λ f a.e., then f= const a.e.

(vi) For f ∈ L2(X,B,µ) with
∫

X f dµ = 0, consider the representation of the positive definite
sequence〈Un

T f , f 〉,n∈ Z, as a Fourier transform of a measureν onT = R/Z:

〈Un
T f , f 〉=

∫
T

e2πinxdν, n∈ Z

(this representation is guaranteed by Herglotz theorem, see[He]). Thenν has no atoms.

Remark 1.2. It is not too hard to show that condition (i) can be replaced by the following more
general condition:
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(i′) For anyA,B ∈ B and any sequence of intervalsIN = [aN + 1,aN + 2, . . . ,bN] ⊂ Z, N ≥ 1,
with |IN|= bN−aN → ∞, one has

lim
N→∞

1
|IN|

bN

∑
n=aN+1

|µ(A∩T−nB)−µ(A)µ(B)|= 0.

Condition (i′), in its turn, is equivalent to a still more general condition in which the sequence of
intervals{IN}N≥1 is replaced by an arbitraryFølnersequence, i.e. a sequence of finite setsFN ⊂ Z,
N≥ 1, such that for anya∈ Z,

|(FN +a)∩FN|
|FN|

→ 1 as N→ ∞.

This more general form of condition (i′) makes sense for any (countably infinite) amenable group
and, as we shall see below (cf. Theorem 1.6), can be used to define the notion of weak mixing for
actions of amenable groups.

Remark 1.3. If (X,B,µ) is a separablespace (which will be tacitly assumed from now on), the
condition (ii) can be replaced by the following condition (see Theorem I in [KvN]):

(ii ′) There exists a setP⊂ N of density zero such that for anyA,B∈ B, one has

lim
n→∞,n/∈P

µ(A∩T−nB) = µ(A)µ(B).

Condition (ii) in Theorem 1.1 indicates the subtle but significant difference between weak and
strong mixing: while for strong mixing one hasµ(A∩T−nB)→ µ(A)µ(B) asn→±∞ for anypair
of measurable sets, a weakly mixing system which is not strongly mixing is characterized by the
absenceof mixing for somesets alongsomerarefied (i.e. having density zero) sequence of times.
Although the first examples of weakly but not strongly mixing measure preserving transformations
were quite complicated, numerous classes of measure preserving systems that satisfy this property
are known by now. For instance, one can show that the so-called interval exchange transformations
(IET) are often weakly mixing ([KS], [V]). On the other hand, A. Katok proved in [Ka] that the IET
are never strongly mixing. It should be also mentioned here that weakly mixing measure preserving
transformations are “typical”, whereas strongly mixing ones are not (see, for example, [H]). Before
moving our discussion to weak mixing of actions of general groups, we would like to formulate
some more recent results which exhibit new interesting facets of the notion of weak mixing.

Theorem 1.4. Let T be an invertible measure-preserving transformation of a probability measure
space(X,B,µ). The following conditions are equivalent:

(i) The transformation T is weakly mixing.
(ii) Weakly independent sets are dense inB. (Here a set A∈ B is weakly independentif there

exists a sequence n1 < n2 < · · · such that the sets T−ni A, i≥ 1, are mutually independent).
(iii) For any A∈ B and k∈ N, k≥ 2, one has

lim
N→∞

1
N

N−1

∑
n=0

µ(A∩T−nA∩T−2nA∩·· ·∩T−knA) = (µ(A))k+1.

(iv) For any k∈ N, k ≥ 2, any f1, f2, ..., fk ∈ L∞(X,B,µ), and any non-constant polynomials
p1(n), p2(n), ..., pk(n) ∈ Z[n] such that for all i6= j, deg(pi − p j) > 0, one has

lim
N→∞

1
N

N−1

∑
n=0

f1(T p1(n)x) f2(T p2(n)x) · · · fk(T pk(n)x) =
∫

f1dµ1

∫
f2dµ2 · · ·

∫
fkdµk

in L2-norm.
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Remark 1.5. Condition (ii) is due to U. Krengel (see [Kr] for this and related results). Condition (iii)
plays a crucial role in Furstenberg’s ergodic proof of Szemerédi’s theorem on arithmetic progressions
(see [F1] and [F2]). Criterion (iv) was obtained in [Be1]. Similarly to the “linear” case (iii), the
condition (iv) (or, actually, some variations of it) plays an important role in proofs of polynomial
extensions of Szemerédi’s theorem (see [BeL1], [BeM1], [BeM2], [L]). Note that the assumption
k≥ 2 in (iii) and (iv) is essential. Indeed, fork = 1 condition (ii) expresses just the ergodicity of
T, whereas fork = 1, condition (iv) is equivalent to the assertion that all non-zero powers ofT are
ergodic. The following equivalent form of condition (iv) is, however, both true and nontrivial already
for k = 1 (cf. condition (ii′) in Remark 1.3):

(iv′) For anyk ≥ 1 and any nonconstant polynomialsp1(n), . . . , pk(n) ∈ Z[n] such that for all
i 6= j, deg(pi − p j) > 0, there exists a setP⊂ N having zero density such that for any sets
A0, . . . ,Ak ∈ B, one has

lim
n→∞,n/∈P

µ(A0∩T p1(n)A1∩·· ·∩T pk(n)Ak) = µ(A0)µ(A1) . . .µ(Ak).

Theorems 1.1, 1.4, and numerous appearances and applications of weakly mixing one-parameter
actions in ergodic theory hint that the notion of weak mixing could be of interest and of importance
for actions of more general groups. One wants, of course, not only to be able to come up with a
definition (this is not too hard: for example, condition (iii) in Theorem 1.1 makes sense for any
group action), but also to be able to have, similarly to the case of one-parameter actions, many
diverse equivalent forms of weak mixing including those which pertain to independence and higher
degree mixing properties of the type given in Theorem 1.4.

Let (Tg)g∈G be a measure preserving action of a locally compact groupG on a probability measure
space(X,B,µ). If G is amenable, one can replace condition (i) in Theorem 1.1 (or, rather, condition
(i′) in remark 1.2) by the assertion that the averages of the expressions|µ(A∩TgB)−µ(A)µ(B)| taken
along any Følner sequence inG converge to zero. IfG is noncommutative, one also has to replace
condition (v) by the assertion that the only finite-dimensional subrepresentation of(Ug)g∈G (where
Ug is defined by(Ug f )(x) = f (T−1

g x), f ∈ L2(X,B,µ)) is the restriction to the subspace of constant
functions. H. Dye has shown in [D] that under these modifications the conditions (i), (iii), and (v)
in Theorem 1.1 are equivalent. Dye’s results are summarized in the following theorem (cf. [D],
Corollary 1, p. 129). Again, for the sake of notational convenience, we state the theorem for the case
of a countable groupG.

Theorem 1.6. Let (Tg)g∈G be a measure preserving action of a countable amenable group G on a
probability measure space(X,B,µ). Then the following conditions are equivalent:

(i) For every Følner sequence(Fn)∞
n=1 in G and any A,B∈ B, one has

lim
n→∞

1
|Fn| ∑

g∈Fn

|µ(A∩TgB)−µ(A)µ(B)|= 0.

(ii) The only finite dimensional subrepresentation of(Ug)g∈G is its restriction to the space of
constant functions.

(iii) The diagonal action of(Tg×Tg)g∈G on the product space(X×X,B ⊗B,µ⊗µ) is ergodic
(i.e. has no nontrivial invariant sets).

Remark 1.7. As a matter of fact, it is not too hard to show that conditions (ii) and (iii) in Theorem
1.6 are equivalent for any locally compact noncompact second countable group. See, for instance,
[Moore], Proposition 1, p. 157.

A measure preserving system(X,B,µ,T) is called a system withdiscrete spectrumif L2(X,B,µ)
is spanned by the eigenfunctions of the induced unitary operatorUT . It is not hard to show that the
condition (v) in Theorem 1.1 implies that a measure preserving system(X,B,µ,T) is weakly mixing
if and only if it does not have a nontrivial factor which is a system with discrete spectrum. Remark
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1.7 hints that a natural generalization of this fact to general group actions holds as well. (A measure
preserving action of a groupG on a probability space(X,B,µ) has discrete spectrum ifL2(X,B,µ)
is representable as a direct sum of finite-dimensional invariant subspaces.)

In [vN2] and [H] von Neumann and Halmos have shown that an ergodic one-parameter measure
preserving action has discrete spectrum if and only if it is conjugate to an action by rotations on
a compact abelian group. Again, this result has a natural extension to general group actions. See
[Mac] for details and further discussion.

The duality between the notion of weak mixing and discrete spectrum extends to therelative
case, namely, to the situation where one studies the properties of a system relatively to its factors.
The theory of relative weak mixing is in the core of highly nontrivial structure theory developed by
H. Furstenberg in the course of his proof ([F1]) of Szemerédi theorem. See also [FK1] and [F2],
Chapter 6.

In [Z1] and [Z2] the duality between weak mixing and discrete spectrum is generalized to exten-
sions of general group actions. In particular, Zimmer established a far reaching “relative” version of
Mackey’s results on actions with discrete spectrum.

A useful interpretation of condition (i) in Theorem 1.6 is that if(Tg)g∈G is a weakly mixing action
of an amenable groupG, then for everyA,B∈ B andε > 0, the set

RA,B = {g∈G : |µ(A∩TgB)−µ(A)µ(B)|< ε}

is large in the sense that it has density 1 with respect to any Følner sequence(Fn)∞
n=1:

lim
n→∞

|R∩Fn|
|Fn|

= 1.

A natural question that one is led to by this fact is whether there is a similar characterization of the
setsRA,B in the case whenG is not necessarily amenable.

It turns out that for every locally compact group which acts in a weakly mixing fashion on a
probability space, the setRA,B is always “conull”, and in more than one sense. One approach,
undertaken in [BeRo], is to utilize the classical fact that functions of the formψ(g) = µ(A∩TgA) are
positive definite. This implies that suchψ(g), as well as a slightly more general functions of the form
φ(g) = µ(A∩TgB), areweakly almost periodic(see [Eb]). By a theorem of Ryll-Nardzewski (see
[R-N]), there is a unique invariant mean on the space WAP(G) of weakly almost periodic functions.
Denoting this mean byM and assuming that for everyA,B ∈ B, the functiong 7→ µ(A∩TgB) is
continuous onG, let us call the action(Tg)g∈G weakly mixing if for all

f1, f2 ∈ L2
0(X,B,µ)

de f
= { f ∈ L2(X,B,µ) :

∫
X

f dµ= 0},

one has

M

(∣∣∣∣∫
X

f1(x) f2(Tgx)dµ(x)
∣∣∣∣)= 0.

Theorem 1.8. ([BeRo], Theorem 4.1) Let(Tg)g∈G be a measure preserving action of a locally com-
pact second countable group G on a probability space(X,B,µ). The following are equivalent:

(i) (Tg)g∈G is weakly mixing.
(ii) For every f1, f2 ∈ L2(X,B,µ),

M

(∣∣∣∣∫
X

f1(x) f2(Tgx)dµ(x)−
∫

f1dµ
∫

f2dµ

∣∣∣∣)= 0.

(iii) For every f0, . . . , fn ∈ L2
0(X,B,µ) andε > 0, there exists g∈G with∣∣∣∣∫

X
f0(x) fi(Tgx)dµ(x)

∣∣∣∣< ε, i = 1, . . . ,n.
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(iv) For every g1, . . . ,gn ∈G, f ∈ L2
0(X,B,µ), andε > 0, there exists g∈G such that∣∣∣∣∫

X
f (Tgx) f (Tgi x)dµ(x)

∣∣∣∣< ε, i = 1, . . . ,n.

(v) For all F ∈ L2(X,B,µ), F is not equivalent to a constant, the set{ f (Tgx) : g ∈ G} is not
relatively compact in L2(X,B,µ).

(vi) L2
0(X,B,µ) contains no nontrivial finite dimensional invariant subspaces of(Ug)g∈G.

(vii) (Tg×Tg)g∈G is ergodic.
(viii) (Tg×Tg)g∈G is weakly mixing.

We shall describe now one more approach to weak mixing for general group actions (see [Be3],
Section 4, for more details and discussion). LetG be a countably infinite, not necessarily amenable
discrete group. For the purposes of the following discussion it will be convenient to viewβG, the
Stone-̌Cech compactification ofG, as the space of ultrafilters onG, i.e. the space of{0,1}-valued
finitely additive probability measures on the power setP (G) of G. Since elements ofβG are{0,1}-
valued measures, it is natural to identify eachp∈ βG with the set of all subsets havingp-measure 1,
and so we shall writeA∈ p instead ofp(A) = 1. (This explains the terminology: ultrafilters are just
maximalfilters.) Givenp,q∈G, one defines the productp·q by

A∈ p·q⇔{x : Ax−1 ∈ p} ∈ q.

The operation defined above is nothing but convolution of measures, which, on the other hand, is an
extension of the group operation onG. (Note that elements ofG are in one-to-one correspondence
with point masses, the so-calledprincipal ultrafilters.) It is not hard to check that the operation
introduced above is associative and that(βG, ·) is a left topological compact semigroup (which,
alas, is never a group for infiniteG). For a comprehensive treatment of topological algebra in the
Stone-̌Cech compactification, the reader is referred to [HiS]. By a theorem due to R. Ellis [El], any
compact semigroup with a left continuous operation has an idempotent. (There are, actually, plenty
of them since there are 2c disjoint compact semigroups inβG.) Idempotent ultrafilters find numerous
applications in combinatorics (see, for example, [Hi] and [HiS], Part 3) and also are quite useful
in ergodic theory and topological dynamics (see, for example, [Be2], [Be3]). Given an ultrafilter
p∈ βG and a sequence(xg)g∈G in a compact Hausdorff space, one writes

p- lim
g∈G

xg = y

if for any neighborhoodU of y, one has

{g∈G : xg ∈U} ∈ p.

Note that in compact Hausdorff spaces p-limit always exists and is unique.
The following theorem, which is an ultrafilter analogue of Theorem 1.7 from [FK2], illustrates

the natural connection between idempotents inβG and ergodic theory of unitary actions.

Theorem 1.9. Let (Ug)g∈G be a unitary action of a countable group G on a Hilbert spaceH . For
any nonprincipal idempotent p∈ βG and any f∈H one has

p-lim
g∈G

Ug f = P f (weakly)

where P is the orthogonal projection on the subspaceHr of p-rigid elements, that is, the space
defined by

Hr = { f : p-lim Ug f = f}.

Theorem 1.9 has a strong resemblance to the classical von Neumann’s ergodic theorem. In both
theorems a generalized limit ofUg f , g∈ G, (in case of von Neumann’s theorem this is the Cesáro
limit) is equal to an orthogonal projection off on a subspace ofH . But while von Neumann’s
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theorem extends via Cesáro averages over Følner sets to amenable groups only, Theorem 1.9 holds
for nonamenable groups as well.

Given an elementp∈ βG, it is easy to see thatR= p·βG is a right ideal inβG (that is,R·βG⊆R).
By using Zorn’s lemma one can show that any right ideal contains a minimal ideal. It is also not
hard to prove that any minimal right ideal in a compact left topological semigroup is closed (see
[Be3], Theorem 2.1 and Exercise 6). Now, by Ellis’ theorem, any minimal ideal inβG contains an
idempotent. Idempotents belonging to minimal ideals are called minimal. It is minimal idempotents
which allow one to introduce a new characterization of weak mixing for general groups. Recall that
a setA⊆ Z is calledsyndeticif it has bounded gaps andpiecewise-syndeticif it is an intersection
of a syndetic set with a union of arbitrarily long intervals. The following definition extends these
notions to general semigroups.

Definition 1.10. Let G be a (discrete) semigroup.

(i) A set A⊆G is called syndetic if for some finite set F⊂G, one has⋃
t∈F

At−1 = G.

(ii) A set A⊆G is piecewise syndetic if for some finite set F⊂G, the family{(⋃
t∈F

At−1

)
a−1 : a∈G

}
has the finite intersection property.

The following proposition establishes the connection between minimal idempotents and certain
notions of largeness for subsets ofG. It will be used below to give a new sense to the fact that for a
weakly mixing action on a probability space(X,B,µ), the setRA,B is large for allε > 0 andA,B∈B.

Theorem 1.11. (see[Be3], Exercise 7) Let G be a discrete semigroup and p∈ (βG, ·) a minimal
idempotent. Then

(i) For any A∈ p, the set B= {g : Ag−1 ∈ p} is syndetic.
(ii) Any A∈ p is piecewise syndetic.

(iii) For any A∈ p, the set

A−1A = {x∈G : yx∈ A for some y∈ A}
is syndetic. (Note that if G is a group, then A−1A = {g−1

1 g2 : g1,g2 ∈ A}.)
Definition 1.12. A set A⊆G is called central if there exists a minimal idempotent p∈ βG such that
A∈ p. A set A⊆G is called a C∗-set (or central∗ set) if A is a member of any minimal idempotent in
βG.

Remark 1.13. The original definition of central sets (inZ), which is due to Furstenberg (see [F2],
p. 161), was the following: a subsetS⊆ N is a central set if there exists a system(X,T), a point
x∈ X, a uniformly recurrent pointy proximal tox, and a neighborhoodUy of y such thatS= {n :
Tnx∈Uy}. The fact that central sets can be equivalently defined as members of minimal idempotents
was established in [BeH]. See also Theorem 3.6 in [Be3].

The following theorem gives yet another characterization of the notion of weak mixing.

Theorem 1.14. (see[Be3], Section 4) Let(Tg)g∈G be a measure preserving action of a countable
group G on a probability space(X,B,µ). Then the following are equivalent:

(i) (Tg)g∈G is weakly mixing.
(ii) For every f∈ L2(X,B,µ) and any minimal idempotent p∈ βG, one has

p-lim
g∈G

f (Tgx) =
∫

X
f dµ (weakly).
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(iii) There exists a minimal idempotent p∈ βG such that for any f∈ L2(X,B,µ), one has
p-lim g∈G f (Tgx) =

∫
X f dµ (weakly).

(iv) For any A,B∈ B and anyε > 0, the set

{g∈G : |µ(A∩TgB)−µ(A)µ(B)|< ε}

is a C∗-set.

Given a weakly mixing action of, say, a countable (but not necessarily amenable) groupG, one
would like to know whether the action has higher order mixing properties along some massive and/or
well-organized subsets ofG. For example, it is not hard to show that for any weakly mixingZ-action
and any nonconstant polynomialp(n) ∈ Z[n], one can find anIP-setS such that for anyA,B∈ B,
one has

lim
n→∞,n∈S

µ(A∩T p(n)B) = µ(A)µ(B).

(An IP-set generated by a sequence{ni : i ≥ 1} is, by definition, any set of the form{ni1 + · · ·+nik :
i1 < · · ·< ik; k∈ N}.)

Another example of higher degree mixing along structured sets is provided by a theorem proved
in [BeRu], according to which any weakly mixing action of a countable infinite direct sumG =
⊕n≥1Zp, whereZp is the field of residues modulop, has the property that the restriction of the
action of G to an infinite subgroup (which is isomorphic toG) is Bernoulli (see also [BeKM1],
[BeKM2], [BeKLM], [JRW], [J], [B1]).

In Section 2 below we give a detailed analysis of higher order mixing properties for a concrete
classical example — the standard action of SL(2,Z) on the 2-dimensional torusT2. Since SL(2,Z)
contains mixing automorphisms (namely, hyperbolic automorphisms), this action is weakly mixing.
On the other hand, this action is not strongly mixing because SL(2,Z) contains nontrivial unipotent
elements.

While many of the results obtained below hold (sometimes, after an appropriate modification)
for toral actions of SL(n,Z) and even in more general situations, we intentionally deal here with
SL(2,Z)-actions in order to make the paper more accessible and important issues more transparent.

Here is a sample of what is proved in the next section:

• (cf. Proposition 2.10) LetT1, . . . ,Tk ∈ SL(2,Z). Then the following assertions are equiva-
lent:
(i) For everyA0, . . . ,Ak ∈ B,

µ(A0∩Tn
1 A1∩·· ·∩Tn

k Ak)→ µ(A0) · · ·µ(Ak) as n→ ∞.

(ii) Each Ti is hyperbolic,Ti 6= ±Tj for i 6= j, and for everyρ > 1, there are at most two
matrices amongTi , i = 1, . . . ,k, having an eigenvalueλ such that|λ|= ρ.

• (cf. Proposition 2.20) LetT1, . . . ,Tk ∈ SL(2,Z) be hyperbolic automorphisms. Denote by
λi the eigenvalue ofTi such that|λi | > 1. Puta0,n = 0, n≥ 1. Let k ≥ 1 andai,n ∈ Z,
i = 1, . . . ,k, be such that

min{
∣∣log|λi | ·ai,n− log|λ j | ·a j,n

∣∣ : 0≤ i < j ≤ n}→ ∞ as n→ ∞.

Then for everyA0, . . . ,Ak ∈ B,

µ(A0∩T
a1,n
1 A1∩·· ·∩T

ak,n
k Ak)→ µ(A0) · · ·µ(Ak) as n→ ∞.

This result generalizes Rokhlin’s theorem [R] in the case of 2-dimensional torus. See also
Proposition 2.24 for an analogue of this result for unipotent automorphisms.

• While every abelian group of automorphismsG which acts in a mixing fashion onT2 is mix-
ing of orderk for everyk≥ 1, (that is, for everyk≥ 1 and sequencesg0,n = e,g1,n, . . . ,gk,n ∈
G such that

g−1
i,n g j,n → ∞ as n→ ∞ for 0≤ i < j ≤ k,
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one has

µ(A0∩g1,nA1∩·· ·∩gk,nAk)→ µ(A0) · · ·µ(Ak) as n→ ∞)

a nonabelian group of automorphisms ofT2 is never mixing of order 2 (see Proposition
2.31). Note that there are nonabelian groups of automorphisms that act in a mixing fashion
onT2 (see the discussion after Proposition 2.30).

2. SL(2,Z)-ACTION ON TORUS

Definition 2.1. A sequence Tn ∈ SL(2,Z), n≥ 1, is called mixing if for every f1, f2 ∈ L∞(T2),

(1)
∫

T2
f1(Tnξ) f2(ξ)dξ→

(∫
T2

f1(ξ)dξ
)(∫

T2
f2(ξ)dξ

)
as n→ ∞.

A transformation T∈ SL(2,Z) is called mixing if the sequence Tn, n≥ 1, is mixing.

Note that this definition is different from the one given in [BBe].
Recall that a matrixT is calledhyperbolicif its eigenvalues have absolute values different from

1, andunipotentif all its eigenvalues are equal to 1. It is well-known that an automorphismT ∈
SL(2,Z) is mixing on the torusT2 if and only if it is hyperbolic. This implies that the action
of SL(2,Z) on T2 is weakly but not strongly mixing and motivates the following problem: give
necessary and sufficient conditions for a sequenceTn ∈ SL(2,Z), n≥ 1, to be mixing.

We start with a useful and straightforward lemma (cf. Theorem 3.1(1) in [B2]). For a matrixT,
denote bytT its transpose.

Lemma 2.2. A sequence Tn ∈ SL(2,Z), n≥ 1, is mixing if and only if for every(x,y) ∈ (Z2)2−
{(0,0)}, the equalitytTnx+y = 0 holds for finitely many n only.

Proof. To prove thatTn is mixing, it is sufficient to check (1) forf1 and f2 in the dense subspace of
trigonometric polynomials. It follows thatTn is mixing if and only if (1) holds forf1 and f2 that are
characters of the form

(2) χx(ξ) = e2πi〈x,ξ〉, x∈ Z2,ξ ∈ T2.

For x,y∈ Z2, one has∫
T2

χx(Tnξ)χy(ξ)dξ =
∫

T2
χtTnx+y

(ξ)dξ =

{
0 if tTnx+y 6= 0,

1 if tTnx+y = 0.

It follows that for(x,y) ∈ (Z2)2−{(0,0)},∫
T2

χx(Tnξ)χy(ξ)dξ→
(∫

T2
χx(ξ)dξ

)(∫
T2

χy(ξ)dξ
)

= 0 as n→ ∞

if and only if the equalitytTnx+y = 0 holds for finitely manyn only. This proves the lemma. �

Denote by M(2,K) the set of 2×2-matrices over a fieldK. Using Lemma 2.2, we can now prove
the following proposition.

Proposition 2.3. Let Tn ∈ SL(2,Z), n≥ 1, ‖ · ‖ be themax-norm onM(2,R), and D ⊂ M(2,R)
denote the set of limit points of the sequenceTn

‖Tn‖ as n→ ∞. Then the sequence Tn is not mixing

if and only if there exist A∈ M(2,Q) and B∈ M(2,Q) such that B∈ D and Tn = A+ ‖Tn‖B for
infinitely many n≥ 1.

Proof. We may assume that‖Tn‖→∞. (Indeed, if‖Tn‖9 ∞, then there exists a matrixT0 such that
Tn = T0 for infinitely manyn, and the statement is obvious.)

“⇐”: Let Tn = A+‖Tn‖B. Since

detB = lim
n→∞

det

(
Tn

‖Tn‖

)
= lim

n→∞

1
‖Tn‖2 = 0,
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B is degenerate. Thus, there existsx ∈ Z2−{0} such that tBx = 0. Then for infinitely manyn,
tTnx = tAx, and, by Lemma 2.2,Tn is not mixing.

“⇒”: By Lemma 2.2, there exists(x,y)∈ (Z2)2−{(0,0)} such thattTnx=−y for infinitely many
n. By passing, if needed, to a subsequence, we may assume that this equality holds for alln≥ 1. It is
clear that gcd(x1,x2) = gcd(y1,y2). Thus, we may assume thatx andy areprimitive (that is, the gcd
of their coordinates is 1). TakeC,D ∈ SL(2,Z) such thatCe1 = x andDe1 =−y wheree1 = (1,0).
Then

tTn = D

(
1 an

0 1

)
C−1 = DC−1 +anD

(
0 1
0 0

)
C−1

for somean ∈ Z. PuttF1 = DC−1 and tF2 = D

(
0 1
0 0

)
C−1. We have

(3) Tn = F1 +anF2,

and

(4) |an| · ‖F2‖−‖F1‖ ≤ ‖Tn‖ ≤ |an| · ‖F2‖+‖F1‖.
Hence,‖Tn‖ ∼ |an| · ‖F2‖ asn→ ∞. Replacing, if necessary,F2 by −F2 andan by −an we may

assume thatan > 0 for infinitely manyn. ThenB
de f
= F2

‖F2‖ ∈ D. Passing to a subsequence, we get
thatan > 0 for n≥ 1. By triangle inequality and (4),∥∥∥∥Tn−‖Tn‖

F2

‖F2‖

∥∥∥∥≤ ‖Tn−anF2‖+
∥∥∥∥anF2−‖Tn‖

F2

‖F2‖

∥∥∥∥= ‖F1‖+ |an‖F2‖−‖Tn‖| ≤ 2‖F1‖.

Thus, for infinitely manyn, Tn−‖Tn‖B= A for someA∈M(2,Q). This proves the proposition.�

We illustrate the usefulness of Proposition 2.3 by the following two propositions.

Proposition 2.4. Let U,V ∈ SL(2,Z) be unipotent matrices. Then the sequence Tn = U−nVn is
mixing if and only if UV6= VU.

Proof. If U andV commute, one can show that they are powers of a single unipotent transformation.
Hence, in this case, the sequenceTn = U−nVn is not mixing.

Conversely, suppose thatUV 6= VU. There existA,B∈ SL(2,Z) such that

U = A−1
(

1 u
0 1

)
A and V = B−1

(
1 v
0 1

)
B

for someu,v ∈ Z−{0}. It is sufficient to show that the sequenceSn = ATnB−1 is mixing. Let

AB−1 =
(

a b
c d

)
. We have

Sn =
(

1 −nu
0 1

)
AB−1

(
1 nv
0 1

)
=
(

a− (cu)n b− (av+du)n− (cv)n2

c d+(cv)n

)
.

Whenc = 0,

V = B−1
(

1 v
0 1

)
B = B−1(AB−1)−1

(
1 v
0 1

)
(AB−1)B = A−1

(
1 v
0 1

)
A,

and it follows thatU andV commute. Thus,c 6= 0.
We apply now Proposition 2.3. For sufficiently largen, ‖Sn‖= |b− (av+du)n− (cv)n2|. Also

Sn

‖Sn‖
−→

(
0 −sign(cv)
0 0

)
de f
= C.

SinceSn−‖Sn‖C is not constant for infinitely manyn, the sequenceSn is mixing. �

Remark 2.5. WhenU,V ∈SL(2,Z) are commuting unipotent transformations, the sequenceU−nVn

is relatively mixing in the sense of Definition 2.22 below.
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Using a similar argument, one proves the following proposition:

Proposition 2.6. Let U,V ∈ SL(2,Z) such that U is unipotent, and V is hyperbolic. Then the
sequence Tn = U−nVn is mixing.

Proof. Denote byEi j the 2×2 matrix with 1 in position(i, j) and 0’s elsewhere. For someA,B∈
GL(2,R) andλ with |λ|> 1,

U = A−1
(

λ 0
0 λ−1

)
A and V = B−1

(
1 1
0 1

)
B.

We write

Tn = A−1
(

λ−n 0
0 λn

)
AB−1

(
1 n
0 1

)
B = λ−nC+λ−nnD+λnE +λnnF

where

C = A−1E11A, D = A−1E11AB−1E12B, E = A−1E22A, F = A−1E22AB−1E12B.

Suppose thatF 6= 0. Then Tn
‖Tn‖ →

F
‖F‖ . By Proposition 2.3, we need to show that there is no

X ∈ M(2,R) such thatTn−‖Tn‖ F
‖F‖ = X for infinitely manyn. SinceF is degenerate, one of the

matricesC, D, E is not a scalar multiple ofF (sayC). Take a basis of M(2,R) which containsC
andF . TheC-coordinate ofTn−‖Tn‖ F

‖F‖ with respect to this basis is equal toλ−n + αλ−nn+ βλn

for someα,β ∈ R. This shows that the sequenceTn−‖Tn‖ F
‖F‖ consists of distinct matrices for

sufficiently largen. Thus,Tn is mixing.
Suppose thatF = 0. Then Tn

‖Tn‖ →
E
‖E‖ . By the same argument as in the previous paragraph, the

sequenceTn−‖Tn‖ E
‖E‖ consists of distinct matrices for sufficiently largen. This implies thatTn is

mixing. �

Remark 2.7. WhenU,V ∈ SL(2,Z) are hyperbolic andU 6= V, the sequenceU−nVn is mixing.
This follows from Proposition 2.10 below.

Next, we study multiple mixing for general sequences.

Definition 2.8. Let Ti,n ∈ SL(2,Z), n≥ 1, i=1,. . . ,k. The sequences T1,n, . . . ,Tk,n are jointly mixing
if for every fi ∈ L∞(T2), i = 1, . . . ,k+1,

(5)
∫

T2
f1(T1,nξ) · · · fk(Tk,nξ) fk+1(ξ)dξ→

(∫
T2

f1(ξ)dξ
)
· · ·
(∫

T2
fk+1(ξ)dξ

)
as n→ ∞. Transformations T1, . . . ,Tk are called jointly mixing if the sequences Tn

1 , . . . ,Tn
k , n≥ 1,

are jointly mixing.

In [B2], this property was called w-jointly strongly mixing (see Definition 3.6 in [B2]).
In the course of proving Proposition 2.10 below, we shall need the following immediate extension

of Lemma 2.2 (cf. Theorem 4.3(1) in [B2]).

Lemma 2.9. Let Ti,n ∈ SL(2,Z), n≥ 1, i=1,. . . ,k. The sequences T1,n, . . . ,Tk,n are jointly mixing if
and only if for every(x1, . . . ,xk+1) ∈ (Z2)k+1−{(0, . . . ,0)} the equality

tT1,nx1 + · · ·+ tTk,nxk +xk+1 = 0

holds for finitely many n only.

Proposition 2.10. Let Ti ∈ SL(2,Z), i = 1, . . . ,k. The transformations T1, . . . ,Tk are jointly mixing
if and only if each of Ti is hyperbolic, Ti 6=±Tj for i 6= j, and for everyρ > 1, there are at most two
matrices among Ti , i = 1, . . . ,k, having an eigenvalueλ such that|λ|= ρ.
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Proof. If a matrix T ∈ SL(2,Z) has complex eigenvalues, they are units in an imaginary quadratic
field. This implies that the eigenvalues ofT are roots of unity. Hence, the transformationT is not
mixing onT2. Therefore, we may assume that the eigenvalues ofT are real.

Next, we note that one can assume without loss of generality that the eigenvalues ofTi , i = 1, . . . ,k,
are positive. Indeed, put̃Ti = −Ti if the eigenvalues ofTi are negative andTi otherwise. Clearly,
transformationsTi , i = 1, . . . ,k, are jointly mixing if and only if transformations̃Ti , i = 1, . . . ,k, are
jointly mixing.

Let the transformationsT1, . . . ,Tk be jointly mixing. Then each of the sequencesTn
i andT−n

i Tn
j ,

i 6= j, is mixing too. This implies that allTi are hyperbolic andTi 6= Tj for i 6= j. To show that the
conditions of the theorem are necessary, we consider transformationsT1,T2,T3 ∈ SL(2,Z) that have
the same eigenvalueλ > 1. We claim that there exists(x1,x2,x3) ∈ (Z2)3−{(0,0,0)} such that

(6) tTn
1 x1 + tTn

2 x2 + tTn
3 x3 = 0

for everyn≥ 1, which, in view of Lemma 2.9, implies that the sequencesTn
1 ,Tn

2 ,Tn
3 are not jointly

mixing.
SinceTi , i = 1,2,3, have the same eigenvalues, there existA,B∈GL(2,R) such that

(7) T2 = A−1T1A and T3 = B−1T1B.

Note that the matrixA is a solution of the matrix equation

(8) XT2 = T1X,

which can be rewritten as a homogeneous system of linear equations with rational coefficients. The
set of rational solutions of (8) is dense in the space of real solutions. It follows that there exists a
rational solution (8) such that det(X) 6= 0. This shows that we may chooseA andB in GL(2,Q).
For everyv∈ R2, v = v+ +v− wherev+ andv− are eigenvectors oftT1 with eigenvaluesλ andλ−1

respectively (λ > 1). Define linear mapsP+ : v 7→ v+ andP− : v 7→ v−. Then

(9) tT1 = λP+ +λ−1P−, P+P− = P−P+ = 0, P2
± = P±, P+ +P− = id.

Note thatP+,P− ∈ M(2,Q(
√

d)) for somed ∈ N determined byλ. When
√

d ∈ Q, λ andλ−1 are
algebraic integers inQ, and it follows that thatλ = ±1, which is a contradiction. Thus,

√
d /∈ Q.

Denote byσ the nontrivial Galois automorphism of the field extensionQ(
√

d)/Q. Thenλσ = λ−1

and(P+)σ = P−. Using (7) and (9), we may rewrite equation (6) as

λn(P+x1 + tAP+
tA−1x2 + tBP+

tB−1x3
)
+λ−n(P−x1 + tAP−

tA−1x2 + tBP−
tB−1x3

)
= 0.

The columns of the matricesP+, tAP+
tA−1, and tBP+

tB−1 lie in the vector spaceQ(
√

d)2 that
has dimension 4 overQ. Thus, these columns are linearly dependent overQ, and there exists
(x1,x2,x3) ∈ (Z2)3−{(0,0,0)} such that

P+x1 + tAP+
tA−1x2 + tBP+

tB−1x3 = 0.

Applying σ to this equality, we get

P−x1 + tAP−
tA−1x2 + tBP−

tB−1x3 = 0.

This implies (6) and proves that the conditions in the proposition are necessary for mixing.
To prove sufficiency considerSi ,Ti ∈ SL(2,Z), i = 1, . . . ,k, such thatSi andTi have the same

eigenvalueλi > 1, andλi < λ j for i < j. We need to show that the transformationsS1,T1, . . . ,Sk,Tk

are jointly mixing. By Lemma 2.9, it is enough to prove that there is no(x1,y1, . . . ,xk,yk,z) ∈
(Z2)2k+1−{(0, . . . ,0)} such that the equality

(10) tSn
1x1 + tTn

1 y1 + · · ·+ tSn
kxk + tTn

k yk +z= 0.
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holds for infinitely manyn≥ 1. Suppose that such a(2k+1)-tuple exists. Without loss of generality,
we may assume thatyk 6= 0. As above, we definePi,±,Qi,± ∈M(2,R) such that

tSi = λiPi,+ +λ−1
i Pi,−, Pi,+Pi,− = Pi,−Pi,+ = 0, P2

i,± = Pi,±, Pi,+ +Pi,− = id,

tTi = λiQi,+ +λ−1
i Qi,−, Qi,+Qi,− = Qi,−Qi,+ = 0, Q2

i,± = Qi,±, Qi,+ +Qi,− = id.

Then (10) can be rewritten as
k

∑
i=1

λ−n
i (Pi,−xi +Qi,−yi)+

k

∑
i=1

λn
i (Pi,+xi +Qi,+yi)+z= 0.

Dividing this equality byλn
k and taking a limit over a subsequencen j → ∞, we deduce that

Pk,+xk +Qk,+yk = 0.

Suppose thatQk,+yk = 0. Thenyk 6= 0 is a rational eigenvector ofSk with eigenvalueλ−1
k . It follows

thatλk,λ−1
k ∈Q. On the other hand,λk andλ−1

k are algebraic integers. Hence,λk =±1, which is a
contradiction. This shows that

v
de f
= Pk,+xk =−Qk,+yk 6= 0.

We have
Skv = λkv = Tkv.

As above, we denote byσk the nontrivial automorphism of the quadratic extensionQ(λk)/Q. Then

Pσk
k,+ = Pk,−, Qσk

k,+ = Qk,−, λσk
k = λ−1

k ,

and it follows that
Skv

σk = λ−1
k vσk = Tkv

σk.

Sincev andvσk are linearly independent, this implies thatSk = Tk, which is a contradiction. Thus,
(10) holds for finitely manyn only. The proposition is proved. �

Remark 2.11. Proposition 2.10 should be juxtaposed with the case of commuting automorphisms
of the torus. It can be shown that ifT1, . . . ,Tk are commuting automorphisms ofTd, then they are
jointly mixing if and only if the sequencesTn

i andT−n
i Tn

j , i 6= j, are mixing.

In the case of a single measure preserving transformationT, T is mixing if and only ifTk, k≥ 1,
is mixing. In the following proposition, we investigate what happens for general sequences in our
group:

Proposition 2.12. Let Tn ∈ SL(2,Z), n≥ 1, be hyperbolic automorphisms. Letλn be the eigenvalue
of Tn with |λn|> 1.

(1) For any k≥ 1, if the sequenceλn is bounded, then Tn is mixing if and only if Tkn is mixing.
(2) For any k≥ 2, if λn → ∞, the sequence Tkn is always mixing.

Proof. Let tn = Trace(Tn). ThenTn is a root of its characteristic polynomialx2− tnx+1. Using the
polynomial identity:

xk = P(x)(x2− tnx+1)+αn,kx+βn,k

whereαn,k,βn,k ∈ Z,

αn,k =
λk

n−λ−k
n

λn−λ−1
n

, βn,k =
λ−k+1

n −λk−1
n

λn−λ−1
n

,

we deduce that

(11) Tk
n = αn,kTn +βn,k.

Suppose thatλn, n≥ 1, is bounded. Then the sequencesαn,k andβn,k are bounded, hence take on
only finitely many values. Hence, the equality

(12) tTk
n x+y = tTn(αn,kx)+(βn,kx+y) = 0
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holds for some(x,y)∈ (Z2)2−{(0,0)} and infinitely manyn if and only if the equalitytTnx′+y′ = 0
holds for some(x′,y′) ∈ (Z2)2−{(0,0)} and infinitely manyn. By Lemma 2.2, this proves the first
part of the proposition.

We assume now thatλn → ∞. Then

αn,k ∼ λk−1
n and βn,k ∼−λk−2

n as n→ ∞.

By Lemma 2.2, it is sufficient to show that if (12) holds for infinitely manyn, thenx= y= 0. Suppose
that (12) holds for infinitely manyn. Dividing by αn,k and taking a limit over a subsequencen j →∞,
we conclude thatTn j x→ 0. Since the sequenceTn j x is discrete, it follows thatx = 0, andy = 0.
Thus,Tk

n is mixing. �

Remark 2.13. Note that the statement in part (2) of Proposition 2.12 fails fork = 1. For example,
let

Tn =
(

n n−1
1 1

)
, n≥ 1,

If λn denotes the largest eigenvalue ofTn, then clearly,λn → ∞. However, the sequenceTn, n≥ 1, is
not mixing. (This follows from Proposition 2.3.)

Recall a theorem of Rokhlin [R]:

Theorem 2.14. (Rokhlin)Let T be a mixing automorphism of a compact abelian group. Then the
sequences Ta1,n, . . . ,Tak,n are jointly mixing provided that

min{|ai,n−a j,n| : 0≤ i < j ≤ n}→ ∞ as n→ ∞,

where a0,n = 0.

The following proposition shows that a naive generalization of Rokhlin’s theorem to a general
sequence of automorphismsTn is false.

Proposition 2.15. Let Tn ∈ SL(2,Z), n≥ 1. Denote byλn the eigenvalue of Tn such|λn|> 1. If the
sequenceλn, n≥ 1, is bounded, then for any choice of ai ∈ Z, i = 1, . . . ,k, (k> 1) the sequences
Ta1

n , . . . ,Tak
n are not jointly mixing.

Proof. Without loss of generality, we may assume thatai > 0, i = 1, . . . ,k.
By Lemma 2.9, it sufficient to show that there exists a tuple(x1, . . . ,xk+1)∈ (Z2)k+1−{(0, . . . ,0)}

such that for infinitely manyn,
tTa1

n x1 + · · ·+ tTak
n xk +xk+1 = 0.

By (12), the last equality reduces to

(13) tTn(αn,a1x1 + · · ·+αn,akxk)+βn,a1x1 + · · ·+βn,akxk +xk+1 = 0.

Since the sequenceλn, n≥ 1, is bounded, the sequencesαn,ai and βn,ai are bounded too. Thus,
they are constant for infinitely manyn. Now one can easily choosexi ∈ Z2, i = 1, . . . ,k+1, not all
zero, such that (13) holds. For example, one can take allxi ’s to be multiples a fixed nonzero integer
vector. �

Remark 2.16. Even if a sequenceTn ∈ SL(2,Z), n≥ 1, is such that

(i) Tn is hyperbolic and mixing onT2,
(ii) λn → ∞, whereλn is the eigenvalue ofTn such thatλn > 1,

the sequencesTn andT2
n need not be jointly mixing. For example, put

Tn =
(

n n2−1
1 n

)
, n≥ 1.

ThentT2
n x+ tTny+z= 0 for x= t(0,1), y= t(−2,0), z= t(0,−2) which implies that the sequencesTn

andT2
n are not jointly mixing. On the other hand, it follows from Proposition 2.3 that the sequence
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Tn is mixing. This example also demonstrates that pairwise conditions are not sufficient to guarantee
joint mixing even when the elements commute for every fixedn.

We give here a generalization of Rokhlin’s theorem in the case of the 2-dimensional torus. (A
similar extension of Rokhlin’s theorem holds in any dimension.)

Proposition 2.17. Let Tn ∈ SL(2,Z), n≥ 1. Denote byλn the eigenvalue of Tn such that|λn| ≥ 1.
Put a0,n = 0, n≥ 1. Let k≥ 1 and ai,n ∈ Z, i = 1, . . . ,k. Denote

γn = min{|ai,n−a j,n| : 0≤ i < j ≤ n}.
Suppose that one of the following conditions holds:

(1) The sequence Tn is mixing, and{
‖Tn‖
λγn

n
: n≥ 1

}
is bounded.

(2)
‖Tn‖
λγn

n
→ 0 as n→ ∞.

Then the sequences T
a1,n
n , . . . ,T

ak,n
n are jointly mixing.

Remark 2.18. Part (2) of the theorem withTn = T, n≥ 1, implies Rokhlin’s theorem for the case
of 2-dimensional torus.

Proof. SinceTn is measure-preserving, we are allowed to replaceai,n byai,n−min{ai,n : i = 0, . . . ,k}.
It follows that without loss of generality, we may assume that

min{ai,n : i = 0, . . . ,k}= 0.

Also by changing order and passing, if needed, to subsequences, we may assume that

max{ai,n : i = 1, . . . ,k}= ak,n.

Suppose that the sequencesT
a1,n
n , . . . ,T

ak,n
n are not jointly mixing. By Lemma 2.9, there exists a

tuple(x1, . . . ,xk+1) ∈ (Z2)k+1−{(0, . . . ,0)} such that the equality
tT

a1,n
n x1 + · · ·+ tT

ak,n
n xk +xk+1 = 0

holds for infinitely manyn. By (11), the last equality is equivalent to
k

∑
i=1

αn,ai,n
tTnxi +

k

∑
i=1

βn,ai,nxi +xk+1 = 0.

Note that in both cases,λγn
n → ∞ asn→ ∞. Therefore, it follows thatλan,k−an,i

n → ∞.

αn,ai,n ∼
λai,n

n

λn−λ−1
n

, βn,ai,n ∼
−λai,n−1

n

λn−λ−1
n

, i = 1, . . . ,k.

Then

tTnxk = −
k−1

∑
i=1

αn,ai,n

αn,ak,n

tTnxi −
k

∑
i=1

βn,ai,n

αn,ak,n

xi −
xk+1

αn,ak,n

= O

(
‖Tn‖
λγn

n

)
+O(λ−γn

n )+λ−1
n xk.

Assume that condition (1) holds. Then the sequencetTnxk is bounded by infinitely manyn. Thus,
it is constant for infinitely manyn. It follows from Lemma 2.2 thatxk = 0.

Suppose that condition (2) holds. We prove thatxk = 0. If λn → ∞, thentTnxk → 0 asn→ ∞, and
this implies thatxk = 0. Otherwise, the sequencesλn andtTnxk are bounded for infinitely manyn,
and consequently, they are constant for infinitely manyn. Thus,tTn j xk = λ−1

n j
xk for a subsequence
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n j , and ifxk 6= 0, thenλn j ,λ−1
n j
∈ Q. Sinceλn j is an algebraic integer,λn j = ±1, which contradicts

condition (2). This shows thatxk = 0.
Now the proof can be completed by induction onk. �

Remark 2.19. Condition (1) is not necessary for joint mixing of the sequencesT
a1,n
n , . . . ,T

ak,n
n . For

example, put

Tn =
(

n2 n3−1
1 n

)
, n≥ 1, and ai,n = i, i = 1,2.

Even though‖Tn‖
λn

→ ∞ asn→ ∞, one can check with the help of Lemma 2.9 that the sequencesTn

andT2
n are jointly mixing. It would be of interest to find a necessary and sufficient condition for

joint mixing of sequences of the formT
a1,n
n , . . . ,T

ak,n
n .

The following proposition is yet another generalization of Rokhlin’s theorem.

Proposition 2.20. Let T1, . . . ,Tk ∈ SL(2,Z) be hyperbolic automorphisms. Denote byλi the eigen-
value of Ti such that|λi | > 1. Put a0,n = 0, n≥ 1. Let k≥ 1 and ai,n ∈ Z, i = 1, . . . ,k be such
that

(14) min{
∣∣log|λi | ·ai,n− log|λ j | ·a j,n

∣∣ : 0≤ i < j ≤ n}→ ∞ as n→ ∞.

Then the sequences T
a1,n
1 , . . . ,T

ak,n
k are jointly mixing.

Proof. As in the proof of Proposition 2.17, we reduce the proof to the case when

log|λi+1| ·ai+1,n− log|λi | ·ai,n → ∞ as n→ ∞

for i = 0, . . . ,k−1.
Suppose that the sequencesT

a1,n
1 , . . . ,T

ak,n
k are not jointly mixing. By Lemma 2.9, there exists

(x1, . . . ,xk,y) ∈ (Z2)k+1−{(0, . . . ,0)} such that the equality

(15) tT
a1,n
1 x1 + · · ·+ tT

ak,n
k xk +y = 0

holds for infinitely manyn. Let Pi,+,Pi,− ∈M(2,R), i = 1, . . . ,k, be such that

tTi = λiPi,+ +λ−1
i Pi,−, Pi,+Pi,− = Pi,−Pi,+ = 0, P2

i,± = Pi,±, Pi,+ +Pi,− = id.

By (15),

(16)
k

∑
i=1

λai,n
i Pi,+xi +

k

∑
i=1

λ−ai,n
i Pi,−xi +y = 0

holds by infinitely manyn. Dividing by λak,n
k and taking limit over a subsequencen j → ∞, we

conclude thatPk,+xk = 0.
If xk 6= 0, it is an eigenvector oftTk with the eigenvalueλ−1

k . This implies thatλk ∈ Q. On the
other hand,λk is an algebraic integer. Thus,λk = ±1. This contradiction shows thatxk = 0. Using
induction onk, we deduce from (16) thatxi = 0 for i = 1, . . . ,k. This shows that the sequences
T

a1,n
1 , . . . ,T

ak,n
k are jointly mixing. �

Remark 2.21. It clear that condition (14) in Proposition 2.20 follows from the following condition:

a1,n → ∞ and
ai+1,n

ai,n
→ ∞, i = 1, . . . ,k, as n→ ∞,

which also appears in Proposition 2.24.
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Definition 2.22. Let Ti ∈ SL(2,Z), i = 1, . . . ,k. Denote by Pi : L2(T2) → L2(T2), i = 1, . . . ,k, the
orthogonal projection on the subspace of Ti-invariant functions. Let ai,n ∈ Z, i = 1, . . . ,k, n≥ 1. We
call the sequences T

a1,n
1 , . . . ,T

ak,n
k relatively jointly mixing if for every fi ∈ L∞(T2), i = 1, . . . ,k+1,

(17)
∫

T2
f1(T

a1,n
1 ξ) · · · fk(T

ak,n
k ξ) fk+1(ξ)dξ→

∫
T2

(P1 f1)(ξ) · · ·(Pk fk)(ξ) fk+1(ξ)dξ as n→ ∞.

We have the following criterion for relative joint mixing of tuples of unipotent elements:

Proposition 2.23. Let Ti ∈ SL(2,Z), i = 1, . . . ,k, be unipotent elements. Denote by vi , i = 1, . . . ,k, a
nonzero vector such thattTivi = vi . Let ai,n∈Z, i = 1, . . . ,k, n≥ 1. Then the sequences T

a1,n
1 , . . . ,T

ak,n
k

are relatively jointly mixing if and only if for every(α1, . . . ,αk)∈Zk−{(0, . . . ,0)} and z∈Z2−{0},
the equality

(18)
k

∑
i=1

αiai,nvi +z= 0

holds for finitely many n only.

Proof. For someAi ∈ SL(2,Z) andsi ∈ Z−{0},

(19) tT
ai,n
i = A−1

i

(
1 siai,n

0 1

)
Ai = E +siai,nBi

whereBi = A−1
i

(
0 1
0 0

)
Ai ∈ SL(2,Z), andE is the identity matrix. To establish relative mixing,

it is sufficient to check (17) in the case whenfi , i = 1, . . . ,k, are characters of the form (2). For
x1, . . . ,xk+1 ∈ Z2, one has∫

T2
χx1

(Ta1,n
1 ξ) · · ·χxk

(T
ak,n
k ξ)χxk+1

(ξ)dξ =
∫

T2
χ

(tT
a1,n
1 x1+···+tT

ak,n
k xk+xk+1)

(ξ)dξ

=

{
1 if tT

a1,n
1 x1 + · · ·+ tT

ak,n
k xk +xk+1 = 0,

0 if tT
a1,n
1 x1 + · · ·+ tT

ak,n
k xk +xk+1 6= 0.

Note that for everyx∈ Z2,

Piχx =

{
χx if Bix = 0,

0 if Bix 6= 0.

Thus, (17) always holds forfi = χxi
provided thatBixi = 0 for all i = 1, . . . ,k. It follows that the

sequencesT
a1,n
1 , . . . ,T

ak,n
k are relatively jointly mixing if and only if for every(x1, . . . ,xk) ∈ (Z2)k

such that for somei = 1, . . . ,k, Bixi 6= 0 (equivalently,Tixi 6= xi) the equality

(20) tT
a1,n
1 x1 + · · ·+ tT

ak,n
k xk +xk+1 = 0

holds for finitely manyn only. By (19), the last equality is equivalent to

k

∑
i=1

siai,nBixi +z= 0

wherez = ∑k+1
i=1 xi . Note that the columns of the matrixBi are rational multiples of the vectorvi .

Thus,siBixi = αivi for someαi ∈Q. SinceBixi 6= 0 for somei, (α1, . . . ,αk) 6= (0, . . . ,0). This shows
that (20) holds if and only if

k

∑
i=1

αiai,nvi +z= 0

for some(α1, . . . ,αk) ∈ Qk−{(0, . . . ,0)} andz∈ Z. Multiplying by a fixed integer, we get that
αi ∈ Z. This proves the proposition. �
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We record here a convenient corollary of Proposition 2.23.

Proposition 2.24. Let Ti ∈ SL(2,Z), i = 1, . . . ,k, be unipotent elements, and ai,n ∈ Z, i = 1, . . . ,k,
n≥ 1, such that

a1,n → ∞ and
ai+1,n

ai,n
→ ∞, i = 1, . . . ,k, as n→ ∞.

Then the sequences T
a1,n
1 , . . . ,T

ak,n
k are relatively jointly mixing.

Proof. Suppose that the sequencesT
a1,n
1 , . . . ,T

ak,n
k are not relatively jointly mixing. Then by Propo-

sition 2.23, (18) holds for infinitely manyn. Dividing (18) by ak,n and taking the limit over a
subsequencens→ ∞, we deduce thatαk = 0. Similarly, it follows thatαi = 0 for i = 1, . . . ,k. This
shows that the sequencesT

a1,n
1 , . . . ,T

ak,n
k are relatively jointly mixing. �

Let T,S∈ SL(d,Z). It was observed by Boshernitzan that it follows from the fact that the set of
common periodic points ofT andS is dense inTd that for every nonempty open subsetU of Td,

U∩TnU∩SnU 6= /0

for infinitely manyn. A measurable analogue of this fact is far less trivial. The following conjecture
seems plausible:

Conjecture 2.25. Let T,S∈ SL(d,Z), and letD be a Borel subset ofTd of positive measure. Then

limsup
n→∞

µ(D ∩TnD ∩SnD) > 0.

In fact, in all known to us examples,

limsup
n→∞

µ(D ∩TnD ∩SnD)≥ µ(D)3.

Remark 2.26. Note that whenT andSgenerate a (virtually) nilpotent group, Conjecture 2.25 fol-
lows from a general “nilpotent” multiple recurrence theorem proved in [L] (see also Theorem E in
[BeL2]). It was, however, proved in [BeL3], that for any finitely generated solvable group of expo-
nential growthG, there exist a measure preserving action(Tg)g∈G on a probability space(X,B,µ),
elementsg1,g2 ∈ G and a setD ∈ B with µ(D) > 0 such that forT = Tg1 andS= Tg2, one has
µ(D∩TnD∩SnD) = 0 for all n 6= 0. Nevertheless, we believe that for our special action of SL(d,Z)
onTd, the Conjecture is true.

We obtain below some partial results on the conjecture in the case of the 2-dimensional torus.
Note that whenT andSare hyperbolic the conjecture follows from Proposition 2.10. In fact, in this
case,

lim
n→∞

µ(D ∩TnD ∩SnD) =

{
µ(D)2 if T = S,

µ(D)3 if T 6=±S

and whenT =−S, the limit set of the sequenceµ(D∩TnD∩SnD) consists of two numbers:µ(D)2,
µ(D ∩−D)µ(D). In particular, this shows that liminf might be 0 even whenµ(D) > 0.

We can also settle the case whenT andSare unipotent and hyperbolic respectively. For this, we
need a lemma:

Lemma 2.27. Let T∈ SL(2,Z) be unipotent, and S∈ SL(2,Z) hyperbolic. Then the sequences Tn

and Sn, n≥ 1, are relatively jointly mixing.

Proof. As in the proof of Proposition 2.23, it is sufficient to show that for everyx,y,z∈ Z2 such that
eitherTx 6= x or y 6= 0, the equality

(21) tTnx+ tSny+z= 0
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holds for finitely manyn only. We have
tTn = E +nB

whereE is the identity matrix andB∈M(2,Z). Let λ be the eigenvalue ofSsuch that|λ|> 1. For
someP+,P− ∈M(2,R),

tSn = λnP+ +λ−nP−, P+P− = P−P+ = 0, P2
± = P±, P+ +P− = id.

Equality (21) is equivalent to

λnP+y+λ−nP−y+nBx+(x+z) = 0.

Suppose that it holds for infinitely manyn. Dividing by λn and taking the limit asn→∞, we deduce
thatP+y = 0. Theny is an eigenvector ofS. If y 6= 0, theny is a rational eigenvector ofS, andλ and
λ−1 are rational numbers that are algebraic integers. Hence,λ =±1, which is a contradiction. This
implies thaty= 0. Then it follows thatBx= 0 (equivalently,Tx= x). This shows that (21) holds for
finitely manyn only. Thus, the sequencesTn andSn, n≥ 1, are relatively jointly mixing. �

Lemma 2.27 implies the following special case of Conjecture 2.25.

Proposition 2.28. Let T∈ SL(2,Z) be unipotent, and S∈ SL(2,Z) hyperbolic. Then for any mea-
surableD ⊆ T2, the limit of µ(D ∩TnD ∩SnD) as n→ ∞ exists, and

lim
n→∞

µ(D ∩TnD ∩SnD)≥ µ(D)3.

Moreover, the equality holds if and only if µ(D) = 1 or 0.

Proof. Let f be the characteristic function of the setD. Denote byPT andPS the orthogonal projec-
tions on the the spaces ofT- andS-invariant functions respectively. SinceS is ergodic,PSf = µ(D).
By Lemma 2.27,

lim
n→∞

µ(D ∩TnD ∩SnD) =
∫

T2
f (PT f )(PSf )dµ= µ(D)‖PT f‖2

2 ≥ µ(D)3.

�

In the case whenT andSare unipotent, Conjecture 2.25 seems to be open in general. We prove a
partial result for sets of special form. For a functionf ∈ L∞(Td), its Fourier coefficients are denoted
by

f̂ (x) =
∫

Td
f (ξ)χ−x(ξ)dξ, x∈ Zd.

Proposition 2.29. Let T,S∈ SL(2,Z) be unipotent.

(1) For any measurableD ⊆ T2, the limit of µ(D ∩TnD ∩SnD) as n→ ∞ exists.
(2) Suppose that TS6= ST. Let A∈ SL(2,Z) be such that A−1TA is lower triangular unipotent.

Then for every set of the formD = A(D1×D2) whereD1 andD2 are measurable subsets
of T1,

lim
n→∞

µ(D ∩TnD ∩SnD)≥ µ(D)3.

Moreover, the equality holds if and only if µ(D) = 1 or 0.

Proof. We prove (1) in the case whenT andSdo not commute. (WhenT andScommute, they are
powers of the same transformation, and the proof goes along the same lines as the proof below.)

Let v andw be primitive integer vectors such thattTv= v andtSw= w. We claim that forf ,g,h∈
C∞(T2),

(22)
∫

T2
f (ξ)g(Tnξ)h(Snξ)dξ→ ∑

i, j∈Z
f̂ (−iv− jw)ĝ(iv)ĥ( jw) as n→ ∞.

It follows from a standard argument that it is sufficient to check (22) whenf , g, h are characters of
the form (2).
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Let f = χx, g = χy, andh = χz for somex,y,z∈ Z2. First, suppose thatx = −iv− jw, y = iv,
z= jw for somei, j ∈ Z2. Then∫

T2
f (ξ)g(Tnξ)h(Snξ)dξ =

∫
T2

χ
x+tTny+tSnz

(ξ)dξ = 1.

This implies (22) in this case.
Now we consider the case whenx, y, z are not of the above form. We need to show that the

equalityx+ tTny+ tSnz= 0 holds for finitely manyn only. Suppose that it holds for infinitely many
n. Write tT = E + B and tS= E +C whereE is the identity matrix andB,C ∈ SL(2,Z) such that
B2 = C2 = 0. Then

x+ tTny+ tSnz= (x+y+z)+n(By+Cz) = 0.

holds for infinitely manyn. This implies thatx+ y+ z= 0 andBy= −Cz. Note that the columns
of matrix B are multiples of the vectorv, and the columns ofC are multiples ofw. If By 6= 0, v is
multiple of w, and it follows that in some basis ofR2 bothT andSare unipotent upper triangular.
ThenTS= ST, and this contradicts the initial assumption. Thus,By= Cz= 0. Equivalently,Ty= y
andSz= z. Hence,x = −iv− jv, y = iv, andz= jw for somei, j ∈ Z. This is a contradiction. We
have proved (22).

ReplacingT by A−1TA andS by A−1SA, we reduce the problem to the case whenT is lower
triangular andD = D1×D2. Thenv = t(1,0). Let w = t(a,b). Let f be the characteristic function
of the setD, and f1 and f2 be characteristic functions of the setsD1 andD2 respectively. Note that
for s, t ∈ Z, f̂ (s, t) = f̂1(s) f̂2(t). To prove part (2), we need to show that

∑
i, j∈Z

f̂ (−i−a j,−b j) f̂ (i,0) f̂ (a j,b j)≥ µ(D)3.

Using the Plancherel formula and the fact thatf 2
1 = f1, we have

∑
i, j∈Z

f̂ (−i−a j,−b j) f̂ (i,0) f̂ (a j,b j) = ∑
j∈Z

(
∑
i∈Z

f̂1(−a j− i) f̂1(i)

)
f̂2(−b j) f̂2(0) f̂ (a j,b j)

= ∑
j∈Z

ˆ( f 2
1 )(−a j) f̂2(−b j)µ(D2) f̂ (a j,b j)

= µ(D2) ∑
j∈Z
| f̂1(a j)|2| f̂2(b j)|2

≥ µ(D2)| f̂1(0)|2| f̂2(0)|2 ≥ µ(D)3.

We are done. �

Next, we investigate mixing properties of subgroups of SL(2,Z).

Proposition 2.30. Let H be a subgroup ofSL(2,Z). The action of H onT2 is mixing if and only if
H contains no nontrivial unipotent elements.

Proof. If the action ofH is mixing, then the action of every infinite subgroup ofH is mixing, and
consequently,H does not contain nontrivial unipotent elements.

Conversely, suppose that the action ofH is not mixing. By Lemma 2.2, there exists a sequence
hn ∈ H, n≥ 1, and(x,y) ∈ (Z2)2−{(0,0)} such thatthnx =−y for everyn≥ 1 andhn → ∞. Then
th−1

1
thnx = x for everyn≥ 1. Thus,hnh−1

1 ∈H is a nontrivial unipotent element for sufficiently large
n. This proves the proposition. �

A subgroup of SL(2,Z) is callednonparabolicif it contains no nontrivial unipotent elements.
Nonparabolic subgroups are of interest from the point of view of ergodic theory because they are
precisely the groups that act in a mixing fashion on the torusT2. It follows from the pigeonhole
principle that every subgroup of SL(2,Z) of finite index contains a nontrivial unipotent element.
First examples of nonparabolic subgroups were constructed by B. H. Neumann in [N] (see also
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[Mag]). Any Neumann subgroup has the property that powers of a single unipotent element form a
complete system of representatives of the cosets of this group. In particular, Neumann subgroups are
maximal nonparabolic subgroups. There are examples of maximal nonparabolic subgroups that are
not Neumann (see [T], [BrL1], [BrL2]). IfF is a free normal subgroup of finite index in SL(2,Z)
which is not equal to the commutant of SL(2,Z), then the commutant ofF is nonparabolic (see
[Mas]).

Although there are large subgroups in SL(2,Z) (e.g. Neumann subgroup) whose actions on the
torusT2 are mixing, this is not the case for mixing of order higher than one:

Proposition 2.31. A nonabelian subgroup ofSL(2,Z) cannot be mixing of order2.

Proof. Let H be a nonabelian subgroup of SL(2,Z). Suppose thatH is mixing of order 2. Take
g,h ∈ H such thatgh 6= hg. Sinceg andh are hyperbolic,g2h 6= hg2. Puthi = g−ihgi , i = 1,2,3.
Note thathi 6= ±h j for i 6= j andh1, h2, h3 have the same eigenvalues. It follows from Proposition
2.10 (and its proof) that the transformationshi andh j are jointly mixing fori 6= j, but

lim
n→∞

∫
T2

f1(hn
1ξ) f2(hn

2ξ) f3(hn
3ξ)dξ 6=

∫
T2

f1(ξ)dξ
∫

T2
f2(ξ)dξ

∫
T2

f3(ξ)dξ

for somef1, f2, f3 ∈ L∞(T2). Thus, the sequencesh−n
1 hn

2 andh−n
1 hn

3 are not jointly mixing. This is a
contradiction. Hence,H is not mixing of order 2. �

More generally, a similar argument allows one to show that the standard action on the torusTd of
a subgroupH of SL(d,Z) which is not virtually abelian can not be mixing of orderd. Another ap-
proach to the proof of this fact can be found in [Bh] where it is utilized for derivation of isomorphism
rigidity for the action ofH.

Remark 2.32. It follows from Proposition 2.31 that the action of a Neumann group is mixing, but
is not mixing of order 2.

Remark 2.33. Proposition 2.31 should be compared with the cases ofZd-actions and SL(2,R)-
actions where mixing implies mixing of all orders (see [S, Corollary 27.7] and [Moz] respectively).

We conclude by proving a result of Krengel type [Kr], which can be considered as a generalization
of the fact that every ergodic automorphism of the torus has countable Lebesgue spectrum.

Proposition 2.34. Let H be a subgroup ofSL(2,Z) which acts in mixing fashion onT2. Then for
every f∈ L2(T2) and everyε > 0, there exist f0 ∈ L2(T2) and a subgroup H0 of finite index in H
such that

(23)
∫

T2
f0(hξ) f̄0(ξ)dξ = 0

for every h∈ H0, h 6= e.

Proof. First, we note that sinceH is mixing, for every(x,y)∈ (Z2)2−{(0,0)} there is at most oneh
such thatthx= y. Indeed, ifth1x = th2x for someh1,h2 ∈ H, thenh1h−1

2 ∈ H is a unipotent element.
One can choose

f0 =
m

∑
i=1

aiχxi

with someai ∈ C andxi ∈ Z2 such that‖ f − f0‖2 < ε. We have∫
T2

f0(hξ) f̄0(ξ)dξ =
m

∑
i, j=1

ai ā j

∫
T2

χthxi−xj
(ξ)dξ.

Let hi j ∈ H −{e} be the unique element such thatthi j xi = x j (if such an element exists). Since
SL(2,Z) is finitely approximable, the subgroupH is finitely approximable too. There exists a sub-
groupH0 of finite index inH such thathi j /∈ H0 for everyi, j = 1, . . . ,m. Then (23) holds for every
h∈ H0, h 6= e. This proves the proposition. �
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d’Analyse Math. 45 (1985), 117–168.
[H] P. Halmos, Lectures on ergodic theory. Chelsea Publishing Co., New York, 1960.
[HvN] P. R. Halmos and J. von Neumann, Operator Methods in Classical Mechanics. II, Ann. Math. (2) 43 (1942), 332-350.



24 V. BERGELSON, A. GORODNIK

[He] H. Helson, Harmonic Analysis. Addison-Wesley, Reading, MA, 1983.
[Hi] N. Hindman, Ultrafilters and combinatorial number theory. Number theory, Carbondale 1979 (Proc. Southern Illinois

Conf., Southern Illinois Univ., Carbondale, Ill., 1979), pp. 119–184, Lecture Notes in Math. 751, Springer, Berlin,
1979.
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